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PRINCIPAL INVESTIGATORS (NAME AND TITLE)
Steven M. Casselman’

TITLE OF PROJECT
A Fully Programmable Reconfigurable Hardware Architecture Supercomputer,

TOPIC TITLE TOPIC NUMBER
NEW COMPUTING DEVICES i5 D

TECHNICAL ABSTRACT {LIMIT TO 200 WORDS)
The research proposed is investigation of a new approach into the area
of supercomputing. With the advent of the programmable gate-array, [11]
the possibility of mapping a software program directly into a large
number of such devices implies a significant advance in the area of
supercomputing. This ability toc repeatably map software directly into
a fully reconfigurable hardware architecture will minimize many of the
problems facing conventional and parallel supercomputing such as

X memory fetch, microcode memory fetch, and sequencer decoding delay.

The research to be done will be two-fold:
1) study the topology of the interconnection of arrays to
find a way to allow a continuous plane of arrays to be
created.

2) Write a compiler that will map a source code file into
the proper binary format needed by the arrays.

1987 SBIR

KEY WORDS TO IDENTIFY RESEARCH OR TECHNOLOGY (8 MAXIMUM)
Supercomputer, Reconfigurable Hardware.

POTENTIAL COMMERGIAL APPLICATIONS OF THE RESEARCH )
Commercial applications range from use in highly recursive
mathematical and physical problems to high speed simulation of large
systenms. '
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Stacked wafers of FPGA fabric.

Manufacturing flaws are put in a purge map
Connected via fiber optics.

A better vision today than in 1991!
MRL COMPUTERS TURN ALGORITHMS INTO HARDWARE

"1 614 £ hen adding processors to
massively parallel pro-
4 cessing (MPP) systems,
there is never a time when, by
doubling the number of proces-
sors, you more than double the
throughput of the system. That is
loosely known as Amdah!’s law or
(if there is a 1:1 speedup) the law
of perfect speedup.

A computer architecture that
could violate that law would be
more than ‘“perfect’’—the comput-
er-science equivalent of breaking
the speed-of-light barrier in physics.
Yet there is an architecture that does
precisely that: massively reconfigur-
able logic (MRL).

An MRL computer can
reconfigure its internal logic com-
pletely, in real-time, to implement
an algorithm in hardware. It does
so via field-programmable gate ar-
rays. Downloading a file to the

.FPGAs rearranges the logic and
routing resources inside to imple-
ment a hardware design.

The Supercomputing Research
Center (SRC, Bowie, Md.) has
already used the technique to build
a machine that outperforms the
Cray 2 by 330 times, operating on
DNA-sequence comparisons.

Our version of an MRL comput-
er, the Virtual Computer, is a sin-
gle-board desktop machine with
more than 500,000 gates of recon-
figurable logic.

Since MRL systems use com-

GaAs wafer
system clock P
<500 MHz . =

Wafer-based giga-gate computing

75 Reconfigurable
~logic with defect

" Optoelectric

\\ ......... - I/O

" Purge map
- E2PROM

Fiber-ontics inferconnect

mercial, off-the-shelf parts, they
are cheap, at $125,000. And with
no moving parts, they can be of-
fered with multiyear guarantees
and reasonable repair cost esti-
mates after that.

If a single transistor goes bad in
a microprocessor, the whole chip
is bad. In an MRL system, by
contrast, a bad spot can be marked
as not usable, much as in a hard
disk’s purge map. That will lead to
the first efficient use of wafer-
scale integration in which every
wafer can be used.

Supercomputers in the year
2000 will be more open, more ver-
satile and more reconfigurable
than anyone can imagine at this
time. Our vision for the future of
computing is MRL-based Virtual
Computers capable of 10 opera-
tions/second at a cost of under
$500,000. ||

—By Steven Casselman, presi-
dent, Virtual Computer Corp. (Re-
seda, Calif.).
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HARDWARE OBJECT DESIGN FLOW

The conversion of the standard bitstream to a Hardware Object provides foundation for a well-managed bitstream
delivery solution. The Hardware Object is a bitstream that knows where to go, knows what to do when it gets there
and report back on it’s status. Figure 1 shows the design flow for Hardware Object Use. HotMan is an easy to use,
cost effective tool for advanced FPGA based IP network deployment management. [6]
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tep 1: Convert BitStream to Hardware
Object using HOTMan or makeHOT
enabled programs.

Step 2: Add Network Deployment
Protocols, Target Location ID and
Documentation Control Information to the
Hardware Object.

IL. LOCAL

Step 1: Program: Interface Hardware
Object w/ Target Hardware via user written
C++ program using the HOT API and HOT
File.

Step 2: Upgrade: Activate User Program
for Hardware Object Deployment.

III. REMOTE

Step 1: Program: Interface Hardware
Object w/ Target Hardware via user written
C++ program using the HOT API, User
Library and HOT File.

Step 2: Upgrade: Activate HotMan/Server;
Run Hardware Object on Client Side.

IV. Acknowledge

Step 1: Program: Implement desired
Acknowledgment routine in Custom User
Program or HOT File data.

Step 2: Acknowledged Data from
Upgraded via Client HotMan or Custom
User Program.

Hardware Object Technology
H.O.T.

Takes a FPGA bitstream and turns

it into a plain vanilla static array

Compiles on all OSes

The array is a field in a C++ object

with methods to:

 Configure

e Write to the hardware
e Read from the hardware

Debug the hardware
Works with partial configurations
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Virtual Computer Corporation
(VCC), Reseda, CA, developed its
award-winning Virtual Computer™ for
the US Naval Surface Warfare Depart-
ment in 1991, The device is one of a
new class of computing machine called
reconfigurable hardware. This class
employs massively reconfigurable, or
programmable, logic, blurring the line
between hardware and software.

The technology solves the problem of
Amdahl's law, which limits performance
improvements on hardware scale-ups:

For more information about the 1995
SBIR Technology of the Year competi-
tion, contact Wayne Pierce, Technology
Utifization Foundation, 41 East 42nd St.,
Suite 921, New York, NY 10017. Tel:
212-490-3999; Fax: 212-986-7864.

First SBIR

Technology
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In a Scientific American article
DARPA promised to invent the
future.

We made a deal with the
distributor where they
sourced all the components
for the board

We then packaged the board
with our software, and they
stocked and sold all systems
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%Z Virtuar. ComputeR CORPORATION

The Configurable Computer Company'™

#O.T.
Worke™

DEVELOPMENT SYSTEM

Configurabléﬁ |
Computing

— here today in one low cost package

The HO.T. Worke” Development Package bun
dles all the hart and software neede

cally

Worke™ System We were able 1o
evolve efficient solutions 10 &

 problem on

> day
Professor John Koza,
Computer Science
Department,

Stanford University.

To purchase the

tial gain tice and performancs - Electromic
Products Magazine, April 1997.

“We i al portion of the www.marshall.com
Genetic iy on the RO.T. www.electronicdesign.com

SXILINX Marshall

IT'S ABOUT TIME.

In the same issue of
Scientific American, we
offered the future for sale




Incorporating customer satisfaction

The browser implements the customer
satisfaction specifiers. Developers mod-
ify the browser so that it can collect data
about clicks to select a page, cache a page,

purchase from a page, and so on. Since
many successful browsers (such as
Netscape) are now public domain, this is
not a problem. Even privately owned
companies such as Microsoft will likely
permit ISPs to upgrade their proprietary
browsers if customers demand these cus-
tomer satisfaction specifiers. The modi-
fied browser collects this data for every

Web site hosted at the ISP.

- Q= tmm e mmm gt mmn e e

Tracking customer behavior

Another ingredient we can include is
customer behavior, which lets the profile
be changeable and traceable in time. By

Reconfigurable chips allow
user-tailored Internet searches.
The first step is collecting
customer data. After that, the
search engine leads the way.

analyzing a customer’s past actions, we
can extrapolate to predict new actions.
This allows better efficiency of the entire
product.

Developers can design various algo-
rithms to implement approaches that are
more or less sophisticated than the one
presented in this scenario. Real-market
experiments can show the advantages
and drawbacks of these different algo-

Behaviora
Search an
Targeting
July 2000

FPGASs let you think

out of the box
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Distributed Virtual Computer (DVC) o -
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The Tech bubble pops, and Virtual
Computer Corporation goes
insolvent

| personally took on the debt of the
company so the technology could
be moved to a clean corporation in
2004

DRC Computer Company moved to
the silicon valley and started raising
money

| took a CTO back seat to a fungible
CEO and we raised $12 million over
the next 5 years
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The Cray XR1 Reconfigurable Processing Blade, compatible with
existing Cray XT3™ and Cray XT4™ systems as well as new Cray
XT5™ systems, offers users orders of magnitude speedup on select
applications as well as large potential savings in cooling and space.
Building on the established track record of the Cray XT™ product line
and the reconfigurable computing capability in the Cray XD1™ system,
the Cray XR1 reconfigurable processing blade is the first product on the
market capable of massively parallel reconfigurable computing.

Cray XR1 Reconfigurable Processing Blade '

High Bandwidth, Direct Connect Architecture

A Cray XR1 reconfigurable blade has two nodes, consisting of a single
AMD Opteron™ processor tightly coupled with two DRC Computer’s
reconfigurable processing units (RPUs). This connection is made
directly with HyperTransport™, which ensures that RPUs are tightly
coupled with AMD Opterons, delivering low-latency and high-bandwidth
communication between the processing elements.

U.S. Patent Dec. 21, 2010 Sheet 1 of 6 US 7.856,545 B2

/200
™ LR

FPGA in the processor socket
filed in 2007

OEMed by Cray

Bought by the Australian and
New Zealand secret services.
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June 10, 2009
Acquisition of the Week: DRC Computer Corporation
by Michael Feldman

The acquisition beat goes on. DRC Computer Corporation, a maker of FPGA-hased coprocessor accelerators,
has been bought up by Security First, a company that offers data security/integrity products. The acquisition was
closed last Friday and announced on Monday. Financial terms of the deal were not disclosed.

DRC has been around since 2004 and started shipping its FPGA-based reconfigurable coprocessors in 2006.

The company is on its 3rd generation hardware. The latest DRC module, Accelium, uses Xilinx Virtex-5 FPGAs

and plugs into a standard AMD Opteron Socket F slot, using HyperTransport to provide very low latency data .

transfers hetween the FPGA. the CPU, and on-board memory. The ability to reconfigure the FPGA hardware and The G reat RECESSIOH forced
fast qn-board communication are the keys to its high performanc.e as a coprocessor. Compared to software the ACC] u isition Of D RC, bUt
running on a CPU, an FPGA-hased kernel can run hundreds of times faster.

The main application area for these coprocessors is HPC acceleration, where the highly parallel nature ofthe we SOId Iered on I"erSI ng tO
FPGA architecture makes it especially suitable. But because of the non-traditional programming model, which go away

entails special development tools and languages, FPGAs never really took off in a big way in HPC. Despite that,

DRC has been quietly gathering customers, and adding application expertise and software tools. In general,

DRC has focused its efforts on financial services, security, Webh companies and biomedical markets. DRC is sti || in bUSi ness today

DRC received its startup funding from TopSpin Partners and Capital Valley Ventures (now Wavepoint Ventures).
In April 2008, the company was voted the top business seeking funding in the VC Panel and Business Plan
Contest at the Data Protection Summit. Despite that accolade. when it came time to do its B round of funding this
year, investors came up short. According to DRC CEO and co-founder Larry Laurich, they got “tantalizingly close”
to nailing down the money, but couldn’t close the deal. That's not too surprising considering that a number of
HPC vendors have succumbed to a shortfall in venture capital this year. the latest victims bheing SiCortex and
Woven Systems.
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DRC Computer Establishes Stunning Genomics World Record

First Highly Scalable Gene Sequence Analysis Appliance Delivering Multi-Trillion Cell Updates per Second Running on
Microsoft Windows HPC Server 2008 R2

February 01, 2011 07:30 AM Eastern Standard Time

SUNNYVALE, Calif —-(BUSINESS WIRE)--DRC Computer Corporation (DRC), the leading innovator of dynamically reconfigurable
processors, announces that it has achieved 9.4 trillion cell updates per second (TCUPS) running the Smith-Waterman algorithm with
Affine gap model on the latest DRC Accelium coprocessors. Now medical researchers, pharmacologists and DNA forensic experts can

more effectively and rapidly analyze human gene sequences to identify medical conditions, build new treatments and complete criminal
investigations.

CTO vision
Be the best in the world at some algorithm!
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10 Things I saw at IDF2014

Ransom Stephens - September 15, 2014

7. Not exactly Silicon Photonics—but Steve Casselman!

Altera had a 100 Gbit/s Ethernet system up and running: four wavelengths of 25 Gbits/s optical
signals on an 11 km single-mode fiber. That alone wouldn't have made my top 10 because the
regions of the show floor partitioned as “Silicon Photonics"” didn't have anything that I think qualifies
as genuine silicon photonics; plenty of great optical transceivers and cutting edge fiber optics, but
no etched optical waveguides or chip-to-chip data signaling. Transceivers, silicon photonics does not
make.

| was personally the 7th most interesting
thing of the Intel developers form in 2014

What brought Altera’s 100 GbE demo into my top 10 was Steve Casselman. Steve's an FPGA veteran
who has been working on field programmable devices since the 1980s and he described how FPGAs
(field programmable gate arrays), microprocessors, and ASICs are merging into a single chip. I
know, we've seen it coming, but now they've got FPGAs running on FPGAs to the point where, from
the perspective of embedded programmers, they're indistinguishable from microprocessors.




Founder & CEO — Steve Casselman

sc@hotwright.com

Steve Casselman invented reconfigurable computing in 1987
when he won his first SBIR contract to build a supercomputer
out of FPGAs
Steve has been a founder and C level executive for over 25
years
Steve helped raise $12 million for DRC Computer and oversaw
DRC’s acquisition by its largest customer
As founder and CEO of Virtual Computer Corporation Steve
patented:

* FPGA + CPU in the processor socket

* runtime generation of bitstreams

» distributed reconfigurable computer

* 12 patents all in reconfigurable computing
Xilinx OEMed the VCC PCI board
Founder and CTO of DRC Computer Steve got Cray to OEM
DRC equipment.
Steve has been on many international IEEE and ACM
conference program committees:



http://www.commacorp.com/First_contract.pdf
http://drccomputer.com/
http://www.businesswire.com/news/home/20071106006003/en/Cray-Integrates-DRCs-Reconfigurable-Coprocessor-Generation-Hybrid#.Vd7AkDZRGUk

Last word about Steve Casselman and
the future

I’'m a leader and visionary and all my work has prepared me to
help lead this technological shift in the data center.

Both Microsoft, AMD, and Intel have come to the same
conclusion | did over 30 years ago.

FPGAs will dominate the Data Center in the next 5 years and
Hotwright Inc. plans to be in the eye of the storm.
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